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1. Introduction 

Continued technological and economic development, entails 

an increase in electricity demand [1]. Meeting such increasing 

demand implies expanding electricity generation capacities, 

which means burning more fossil fuels, which typically has 

negative environmental impacts, including different types of 

pollution as well as CO2 emissions that contribute to climate 

change [2]. Due to the difficulty of electricity storage, proper 

management of the electricity sector should meet both electricity 

supply and demand. As a result, policymakers and economists 

show a great interest in predicting electricity demand among the 

different country sectors based on electricity consumption 

determinants [1]. 

Predicting electricity consumption through conventional 

techniques usually produces inaccurate results. This is due to the 

non-linearity between relevant determinants of electricity 

consumption, which limits the conventional techniques to 

achieve accurate prediction of electricity consumption results. 

Also, conventional techniques are hardly capable of handling big 

historical datasets on electricity consumption records and their 

determinants. Meanwhile, ML techniques have the ability to 

capture the non-linearity between electricity consumption 

determinants as well as processing big datasets representing time 

series patterns of electricity consumption. In this context, 

Machine Learning (ML) was commonly applied for simulating 
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the relationship between electricity consumption and its relevant 

determinants, and developing a persistent model for predicting 

electricity consumption on unseen data [3]. The applications of 

ML in predicting electricity consumption were recently promoted 

by the need for accurate prediction and availability of big data. 

Varied ML models were developed for predicting electricity 

consumption taking into consideration community determinants. 

For example, random forest and support vector regression and 

gradient boosting algorithms were applied for daily/monthly 

electricity load forecasting based on gross domestic product, 

population growth rate, average temperature, relative humidity, 

and grid attributes [4]. Also, neural networks, fuzzy inductive 

reasoning, and random forest were applied to predict hourly 

electricity consumption in residential buildings based on weather 

conditions [5].  

Similarly, a number of ML algorithms were applied for load 

forecasting at household level. For example, random forest, 

extreme gradient boosting, and Long Short-Term Memory 

(LSTM) algorithm were applied to forecast the load of power 

systems in residential buildings as a function of residential 

appliances [6].  A group of ML and deep learning techniques 

were employed to predict heating and cooling loads based on the 

building attributes and weather conditions [7]. Different 

algorithms of artificial neural networks modeled electricity 

consumption in residential buildings based on varied 

determinants such as air temperature, solar radiation, wall 

thickness, insulation type, the day-time, building physical design, 

and household size [8, 9]. 

It should be noted that ML has a contextual nature, where the 

performance of ML algorithms varies widely based on the type 

of the considered problem and the trained datasets. This means 

that there is no uniform technique that can be applied either for 

all problems or for specific issues [4]. Regarding data collection, 

big datasets are considered a prerequisite for applying ML 

algorithms, which are usually gathered either from database 

systems or through the Internet of Things technology [10]. 

Meanwhile, one of the challenges of applying ML in predicting 

electricity consumption is the data availability of electricity 

consumption patterns and their relevant determinants, especially 

at the household level [11].  

Electricity consumption in residential sector contributes by about 

27% of the world electricity consumption. Such a percentage has 

been increasing due to economic and population growth, which 

highlights the importance of predicting consumption pattern in 

the future to address increasing demand in the residential sector 

[12]. Predicting electricity consumption in the residential sector 

is dependent on varied determinants at both community and 

household levels. Electricity consumption is affected by a group 

of varied determinants at the community level, including weather 

conditions, the country’s gross domestic products, and 

population size. Min, max, average temperature, and relative 

humidity are considered the main weather conditions parameters 

of the indoor cooling and heating appliances. Economic and 

population growth lead to increasing GDP per capita and urban 

population, which also maximizes the demand of electricity 

consumption. At household level, electricity consumption is 

generally determined by a number of factors. These factors can 

be classified into four categories: building physical 

characteristics, weather conditions, household appliances and 

their efficiency, and socio-economic factors. 

This paper assesses the performance of tree-based ML algorithms 

to predict seasonal (summer, winter) electricity consumption 

patterns at household level. Such consumption patterns are 

evaluated in terms of three electricity consumption determinants 

categories which are building physical characteristics, household 

appliances and their efficiency, and socio-economic factors. The 

study intends to develop an ML persistent model that can 

represent and model the nonlinearity of electricity consumption 

determinants to predict electricity consumption at household 

level in Alexandria- Egypt under data scarcity. The applied tree-

based ML algorithms are the Support vector classifier, K-nearest 

neighbor classifier, Decision tree classifier, Random Forest 

classifier, Bagging classifier, Multi-layer perceptron classifier, 

Radius neighbor classifier, and Gradient boosting classifier. Such 

classifiers are non-parametric algorithms that have no specific 

assumption of the training dataset, fit small dataset, obtain 

reasonable and appropriate results, and can train and model both 

continuous and categorical data types. 

2. Case study 

Egypt, as one of the developing countries that showed rapid 

population growth during the second half of last century, was 

selected to predict electricity consumption. Electricity 

consumption in Egypt has an increasing trend, residential sector 

consumes about 40% of electricity sold by electricity distribution 

companies, which reflects the largest share of that sector in 
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electricity consumption. Electricity demand in the residential 

sector is expected to increase as the annual growth rate of the 

total number of population is expected to increase by about more 

than 2% to reach 116 million by 2040 [13]. The average annual 

growth rate of subscribers in the residential sector from 

2014/2015 to 2018/2019 increased by 4% [14, 15].  

Consequently, electricity demand beyond subscribers of 

households is expected to increase as well. Predicting electricity 

consumption in residential sector requires working on a case that 

can represent the problem and reflects its determinants. 

This requires collecting data about electricity consumption at 

both macro and micro scales of the country. However, due to the 

scarcity of data availability of regions with different climatic and 

socio-economic conditions, Alexandria was selected for 

predicting electricity consumption at the household level, which 

specifies determinants that cannot be measured or has a marginal 

value at the community level. Moreover, predicting electricity 

consumption at the household scale is a significant case study to 

complement the results and conclusion to the community scale. 

In Alexandria, electricity consumption in residential sector 

increased annually from 2005 to 2018 by 3.9%. such a percentage 

is expected to increase due to the population growth rate (Figure 

1). 

3. Data and methodology 

To develop an ML-based prediction model for electricity 

consumption at household level, a methodology of three main 

steps is suggested (Figure 2). The methodology includes 

determinants identification and data preparation, data 

preprocessing, applying supervised machine learning 

classification models. 

3.1. Determinants identification and data 

preparation  

Predicting electricity consumption in residential sector as a 

function of a number of determinants. Such determinants are 

related to building physical characteristics, household appliances 

and their efficiency, and socio-economic factors. This requires 

collecting historical data on these determinants. As a prerequisite 

for data collection, a preliminary list of determinants is 

developed based on the previous studies (Table 1).  

To predict electricity consumption at the household level, the 

aforementioned preliminary list of determinants (Table 1) was 

revised in accordance with the local conditions of the study area. 

As a result of such revision, a final list of determinants was 

identified, including: 

•  Housing conditions: (house area, story number, number of 

rooms, artificial lighting working hours, number of openings) 

• Socio-economic conditions: (household size, householder 

educational level, income level, age-sex structure, social 

behavior) 

• Household appliances: (number of appliances, appliances 

working hours, type of lamps). 

The dependent variable is the electricity consumption patterns, 

which consumed monthly in Kwh. The electricity consumption 

is designed to represent the Egyptian segments which are seven 

patterns called segments, each of which represents a range of 

consumption. 

To predict electricity consumption at the household level based 

on the prementioned determinants, data representing such 

determinants collected from primary source. household 

electricity determinants dataset was collected from a field survey. 

The following steps present a methodology applied for collecting 

household data through a field survey. 

3.1.1. Designing questionnaire form 

This involved designing a questionnaire form to collect data 

on the identified indicators.  The questionnaire form was 

intended to acquire data on electricity consumption determinants 

in Alexandria. Therefore, the questionnaire involved four 

sections covering housing conditions, household behavior, socio-

economic conditions of household, and appliance performance. 

“What is the number of openings?”, “What is the Family size?” 

and “what is the air conditioning working hours?” are examples 

of the questions. 

Figure 1. Annual residential electricity consumption in 

Alexandria [14]. 
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Figure 2. Suggested methodology for predicting electricity consumption. 
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Table 1. Preliminary list of electricity consumption determinants at the household residential sector.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

3.1.2. Conducting a pilot survey 

To assess the designed questionnaire form in terms of 

accessibility, clarity of the questions and quality of the answers, 

a pilot survey conducted online, involving twelve cases.   

 

 

 

3.1.3. Refining questionnaire form 

Based on the feedback received from the pilot survey, the 

questionnaire form was reviewed, and the wording of questions 

was edited to be clearer and focused. Therefore, about four 

questions were excluded as they required personal information, 

which prevented a number of participants from filling out the 

Category Indicators Expected relationship Source 

1. Housing 

conditions 

- House area (m2) Positive [16] 

- No. of windows per room on average Negative [16, 17] 

- Dependency on artificial 

lightening(hour/day) 

Positive [18, 19] 

- Insulation material Negative [16] 

2. Socio- 

economic 

factors 

- Household size 

- Age group 

• Householder age 

• Household age structure 

Positive [20] 

• Has no significant 

association with annual 

summer or winter 

electricity consumption 

[21] 

• Married households 

consume more energy 

than unmarried ones 

• Teenagers consume more 

electricity than younger 

one 

[22] 

• Over 55 or between 19 

and 35 age groups 

consume less energy  

[16] 

Positive [23] 

- Gender No significant effect [24] 

Positive [23] 

- Income level 

• Householder 

• Household members on average 

Curved line [21, 25] 

Socio- 

economic 

factors 

- Educational level 

- Householder 

- Household members on average 

Positive [23, 24] 

- Number of employers 

- Householder 

- Household members on average 

Positive [23, 24] 

- Expenditure pattern Positive - 

- Energy conservation level Negative [23, 26] 

- Pet owner Positive [16] 

3.Household 

appliances 

- Number of appliances Positive [14, 16, 20, 21, 24] 

- Appliances lifetime & their working 

hours 

Negative [19, 26] 

- Lamps efficiency Negative  [26] 
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survey. Two questions were excluded which are: “what are 

difficult questions found in the survey?”, and “What are the 

expected questions not found in the survey?”  as their answers 

have no significant meaning in the pilot survey. A number of 

questions were added including: 1. percentage of electricity bill 

to the householder income, 2. the electronic number of a 

householder electricity bill, 3. Age structure of a household, 4. 

Electric meter type, 5. Number of times for working appliances. 

Such added questions reflect the values of electricity 

consumption determinants. 

3.1.4. Conducting a field survey 

As the way of conducting a survey affects the frequency of 

distribution and accessibility to the target population [27], the 

survey was conducted through online surveys and interviews. An 

online survey, undertaken using google form, ensured high level 

of outreach to large number of people and targeted mainly people 

at high and intermediate educational levels. Meanwhile, 

interviews targeted mainly people with low education levels. 

The field survey was carried out over a seven-month period 

(from August to February 2019/2020). As a result of the field 

survey, 504 cases representing data on electricity consumption 

patterns and their relative determinants at the household level at 

Alexandria are collected. Such collected responses are filtered 

and preprocessed to be used for training and testing ML 

algorithms. All the collected data was anonymized to ensure data 

privacy and confidentiality. 

3.2. Data preprocessing 

Data preprocessing is an essential step as it makes data 

ready for training and learning. The process intended to improve 

data quality involves a number of tasks including removing 

redundancy and outliers, filling gaps and aggregating data, data 

transformation and feature selection [28, 29]. Such 

preprocessing tasks will be discussed by the following sub-

sections. 

3.2.1. Improving data quality 

Improving data quality included data verification and 

enhancement to deal with missing and redundant data. 

a. Removing redundancy and outliers 

This step involved exploring data and removing repeated 

tuples to guarantee a balanced dataset and prevent overfitting. It 

was realized that 139 tuples were redundant, and their electricity 

consumption values were either missed or contained 0 KWh. So, 

such tuples were removed from the whole dataset and 365 

representing household electricity consumption dataset were 

split to be 355 for training and validation and 10 tuples for testing 

the applied algorithms.  

b. Filling gaps and aggregating data 

A number of cases in the collected dataset at the household 

level were found to have missing values. Handling missing 

values can improve the information extracted by the dataset as 

well as the analysis and dataset learning [30]. 

The collected dataset contained null values concerning with the 

kWh consumed. So, about 97 records from household data set 

(365 tuples) containing null values were filled in by replacing it 

with the average kWh of each record [31]. 

It was realized that 365 tuples for the household are considered 

a limited dataset size for training machine learning algorithms. 

Limited dataset cannot achieve an acceptable accuracy for 

predicting electricity consumption through machine learning 

algorithms. Therefore, oversampling is applied for enhancing 

machine learning performance and attaining more precise 

prediction results. Applying oversampling on household dataset 

is presented in the oversampling section. 

c. Electricity consumption determinants analysis 

To ensure high performance of selected algorithms, the 

potential determinants are screened, revealing a subset of 

homogenous determinants. Accordingly, a number of these 

determinants are excluded from the analysis due to their limited 

variations, including house ownership, awareness level for 

energy conservation, household age-sex structure, mother 

educational level, income level, as well as type and number of 

lamps due to difficulty for evaluating their performance level. 

As a result, electricity consumption determinants incorporated in 

the analysis included eight variables reflecting housing 

conditions, socio-economic conditions, and household 

appliances (Figure 3).  

d. Data transformation 

Data transformation is the third step to prepare dataset to be 

in a proper structure to be ready for training via a ML technique 

[32]. Data transformation includes a number of tasks, such as 

encoding categorical values and scaling or normalization. using 

proper transformation methods should be applied [33]. 

Regarding collected data, categorical values including storey 

number, number of rooms, openings number, artificial lighting 

working hours, householder educational level and appliances 
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working hours are converted into ordinal ones using label 

encoding. Also, L2 normalization was applied to the collected 

data.  

e. Feature selection 

Feature selection, which involves the selection of the most 

effective determinants based on the collected dataset, can be 

considered as a metric function for optimizing the number of 

attributes to be sure that the selected attributes affect the problem 

with no intercorrelation between them [34, 35]. Applying feature 

selection to the training dataset as a preprocessing step before 

applying ML techniques may improve model performance and 

the training computational time [36].  

There are almost three types of feature selection methods, which 

include filter method, wrapper method and embedded method 

that can be applied, each of which has more than one technique 

to be applied. Usually, filter methods, such as f-test and chi-

square, use pairwise between each determinant and the target 

variable, which may imply disregarding interrelationships 

between dependent determinants. Wrapper method can take in 

consideration such interrelationships by making different 

combinations of the determinants, however, it takes more 

computational time based on the dimensionality of determinants. 

There are three techniques that can be applied for the wrapper 

method which are forward selection: iteratively one determinant 

is added and the evaluation of the predictive model evaluated to 

improve the model performance, backward elimination: it is the 

inverse step of forward selection which removes an individual 

determinant at a time to improve the model performance, and 

recursive feature elimination: applies both of the previous 

techniques for achieving the best subset of determinants [35, 37-

39]. However, the wrapper method may lead to overfitting 

problem [34, 36]. The embedded method is considered an 

integration of the filter and the wrapper methods, it reduces 

overfitting that may occur by the wrapper method; however, it 

applies feature selection step at the training time. Thus, choosing 

a classifier algorithm depends on its applicability for applying 

the embedded method [40]. Consequently, the wrapper method 

was selected for applying feature selection for identifying the 

most electricity consumption determinants at household levels. 

Wrapper method: Recursive Feature Elimination Cross 

validation (RFECV)  

Recursive Feature Elimination Cross Validation (RFECV) 

is meanwhile a common wrapper method for feature selection, 

performs well with datasets that has nonlinear relationships as 

well as dataset with high dimensionality [41]. In addition, it 

considers the interrelationships between dependent variables 

through cross validation approach, which can improve the 

performance of machine learning algorithm and its accuracy 

[42]. According to RFECV, random forest classifier is 

considered a good base estimator for selecting the most relevant 

attributes to the target class especially in limited dataset size and 

nonlinear models [41]. Accordingly, RFECV-random forest was 

applied to the household electricity consumption determinants 

for feature selection. This was done to identify the relative 

importance of considered attributes to each other in terms of their 

contribution to the target class. RFECV was carried out using 

Python and scikit-learn library to identify the most relevant 

attributes to the target class which are assigned lower ranked, 

and the results are presented in RFECV results section.  

f. Oversampling 

Oversampling is a way of balancing instances in especially 

real-world problems that have shortage in data records which can 

represent training examples that reflect all classes in the 

problems such as medical and industrial applications. Such a 

lack in data sets is due to the nature of the problem and its 

complexity [43, 44].  

ML algorithms performed poorly for imbalanced datasets, as 

such algorithms are based on balanced training datasets [45]. 

This can be explained by the fact that an imbalanced dataset does 

not represent each class, to enable the algorithm to train properly 

on such datasets. That is because the algorithm gives the 

majority class the higher attention during the classification step, 

leading to poor model performance [43, 44]. 

As a result, improving ML models for such data structure can be 

done by either increasing the number of instances of minority 

class or decreasing the number of instances of the majority one. 

Oversampling has been applied to the household dataset as the 

collected dataset did not sufficiently represent each class in the 

target variable. Such a solution can be achieved by creating more 

samples artificially and thus increasing the minority class 

training instances using Synthetic Minority Oversampling 

technique (SMOTE) [46].   
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According to the case study, dataset was split into two groups 

for winter and summer models. As consumption patterns in 

summer is always higher than that for summer and sub attributes 

related to winter model differs to that in summer model.  

For example, fan working hours and Air conditioning working 

hours affect electricity consumption in summer but motor 

working hours significantly affects consumption during winter 

season.  

The development research has been applied using Python, 

Jupyter Notebook lab, and Scikit learn. Python is a well-known 

programming language that has showed its efficiency and 

applicability for ML-based applications. Owing to being an open 

source, it has robust libraries that can be applied for data science 

applications [47]. Jupyter Notebook is an open-source web 

application which supports implementing of data, data 

preprocessing, data visualization, and ML techniques [48]. 

Regarding Scikit-learn, it is an open-source library which 

provides different tools to easily apply feature selection, data 

preprocessing, and ML as well.  Moreover, it can easily be used 

for data analysis for different research fields. Data preprocessing 

is implemented using Scikit-learn including normalization, and 

feature selection [42]. 

3.3. Applying supervised machine learning 

classification models 

To predict electricity consumption as a function of the 

shortlisted determinants at the household level, the following 

classification algorithms are applied: Support vector classifier, 

K-nearest neighbor classifier, Decision tree classifier as well as 

Bagging classifier, Multi-layer perceptron classifier, Radius 

neighbor classifier, Random forest classifier, and Gradient 

boosting classifier. Thereafter, the results of each algorithm are 

validated through accuracy, precision, and recall metrics. 

Finally, a persistent model is developed and employed to predict 

electricity consumption. Consequently, the optimal values of the 

hyperparameters were set based on optimal performance during 

cross-validation and trial and error as follows. 

• Support vector classifier model is created by identifying 

kernel function to be polynomial and regularization parameter 

(c) = 200 for both summer and winter models.  

• K-nearest neighbor algorithm for summer and winter models 

are created by k=10 for summer model and k = 15 for winter 

model and distance as a weight function for both models.  

• Decision tree algorithm is applied for summer model using 

gini criterion, but winter model tree is applied based on 

entropy. 

• Random forest classifier is applied for summer and winter 

models such that summer model is best fitted using gini 

criterion while winter model is fitted by entropy criterion. 

• Bagging classifier model is applied by adjusting the number 

of 200 base estimators. Gini criterion is applied for summer 

model however, entropy criterion gives better performance for 

winter model. 

Figure 3. Household electricity consumption determinants. 

https://www.sciparkpub.com/article-details/126
https://www.sciparkpub.com/article-details/126
https://doi.org/10.62184/mmc.jmmc110020251


 
Multidisciplinary Materials Chronicles, 2025, Vol. X, Iss. X, 62-79 

 

DOI: 10.62184/mmc.jmmc110020251 

 

                                                                                                                                                                                                                                                                                                                               
  

  
70 

  

 

Research Article 

• Multi-layer perceptron algorithm is applied to predict 

electricity consumption segment for winter and summer 

season. Logistic function best fitted household-winter model, 

while tanh function is appropriate for household-summer 

model and weight optimization function is ‘lbfgs’. 

• Radius neighbor classifier with default radius = 1 is applied 

for summer and winter models. 

• Gradient boosting classifier is applied with 200 base 

estimators for winter model but with 500 estimators for 

summer model. Also, deviance loss function is applied for 

both models. 

Such classification algorithms are applied, and their accuracy 

results is presented in Results and Discussion section. 

Consequently, based on the performance of each classification 

algorithm, the one with highest accuracy is selected for 

deploying a persistent predictive model which is discussed by 

the following section. 

4. Results and discussion 

Grouping datasets according to the related segments ensures 

that the collected samples reflect the whole population. As, the 

distribution of the collected samples almost reflect the 

distribution of the number of subscribers to different household 

usage according to the electricity segments. As it is clear, most 

of the sampling records collected lay in the third, and fourth 

segments during the summer and winter seasons (Figure 4, 

Figure 5). The sample covers most of Alexandria’s localities. It 

is noted that most of the records are in the third and fourth 

segments, during the winter season, as it is difficult for 

household consumption to lie in the seventh segment. This is 

because there are no cooling purposes during winter. 

Application of feature selection methods revealed that story 

number, number of rooms, ventilation (number of openings), 

floor area, artificial lighting working hours, household size, head 

of household educational level, number of appliances, fan 

working hours, air conditioning working hours, and washing 

machine working hours are the most effective determinants [23, 

24] according to the case study during summer. However, kettle 

working hours, water motor working hours, microwave working 

hours and heater working hours during summer season are less 

effective to electricity consumption. Generally, no significant 

seasonal difference is noted in terms of identified determinants. 

Similarly, story number, number of rooms, ventilation, floor 

area, artificial lighting working hours, household size, 

householder educational level, number of appliances and 

washing machine working hours are found to be significant 

determinants of electricity consumption in winter in addition to 

motor working hours, kettle working hours, heater working 

hours. It is worth mentioning that the seasonal variations in 

identified determinants reflect varied electricity consumption for 

cooling and heating purposes in the two seasons (Figure 6). 

Generally, at household level housing conditions [17], 

household appliances and households’ socio-economic 

determinants significantly affect electricity consumption, which 

may reflect that income level as well as the behavior of 

households are considered the main preliminary determinants for 

households’ electricity demand. 

 

Performance of applied algorithms are evaluated based on 

accuracy (Equation 1), precision (Equation 2) and recall 

evaluation metrics (Equation 3). 

 

 

Figure 4. Household grouping during summer. 

Figure 5. Household grouping during winter. 
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𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚(𝒚, 𝒚^)=
𝟏

𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒔𝒂𝒎𝒑𝒍𝒆𝒔
 ∑ (𝒚𝒊

^ − 𝒚𝒊)
𝒊=𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒔𝒂𝒎𝒑𝒍𝒆𝒔−𝟏
𝒊=𝟎            (1) 

 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =  
𝒕𝒓𝒖𝒆 𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆

𝒕𝒓𝒖𝒆 𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆+𝒇𝒂𝒍𝒔𝒆 𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆
                                                              (2) 

 

𝑹𝒆𝒄𝒂𝒍𝒍 =  
𝒕𝒓𝒖𝒆 𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆

𝒕𝒓𝒖𝒆 𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆+𝒇𝒂𝒍𝒔𝒆 𝒏𝒆𝒈𝒂𝒕𝒊𝒗𝒆
                                                                    (3) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Application of the predefined classification ML algorithms on 

original dataset revealed low accuracy at the two seasonal 

models. Such low accuracy can be attributed to limited dataset 

size and small numbers of representative members for each class. 

In such a case, oversampling is usually applied in order to 

achieve better accuracies for the applied algorithms. Applying 

ML algorithms to the oversampled datasets showed a relatively 

high level of accuracy compared to the original datasets (Table 

2). 

According to their average accuracy, the applied algorithms can 

be classified into three main categories (Figure 7):  

• Highly performance algorithms: this category involves those 

algorithms that have high accuracy exceeding 80% including: 

bagging classifier (base estimator extra trees classifier), 

decision tree classifier, random forest classifier and gradient 

boosting classifier.  

• Intermediate performance algorithms: the accuracy of 

algorithms of this category ranged between 40-80%. These  

 

algorithms include Support vector classifier, k-nearest 

neighbor classifier, Multi-layer perceptron. 

• Low performance algorithms: this category is represented in 

Radius neighbor classifier, which has low accuracy of less 

than 40%. 

The highest accuracy algorithms are Bagging classifier, Random 

Forest, and Gradient boosting. Radius neighbor classifier 

revealed the lowest accuracy, which may be attributed to 

improper radius of the selected area that is irrelevant to data 

distribution [49]. It is noted that the accuracy of Radius neighbor 

classifier decreased by oversampling. That is why this algorithm 

is from the k-nearest neighbor algorithms family, which revealed 

low performance with large datasets. This is due to the cost 

complexity for calculating the radius distances between the 

existing points and the new predicted ones. Also, k-nearest 

neighbors classifier has low performance level with high 

dimension datasets. This is due to the difficulty for calculating 

the radius distance in multi-dimensional space [50, 51].

Figure 6. RFECV results for household electricity consumption determinants. 
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Table 2. Accuracy of applied classification machine learning algorithm. 

Classification 

algorithm 

Accuracy of summer models Accuracy of winter models 

Original 

data 

Oversampled 

data 

Accuracy 

change 

Original 

data 

Oversampled 

data 

Accuracy 

change 

Bagging classifier 

Base classifier: extra 

trees classifier 

0.40 0.84 +0.44 0.46 0.88 +0.42 

Random forest 

classifier 
0.42 0.84 +0.42 0.48 0.87 +0.39 

Gradient boosting 

classifier 
0.36 0.84 +0.48 0.44 0.87 +0.43 

Decision tree 

classifier 
0.32 0.81 +0.49 0.40 0.85 +0.45 

k-nearest neighbor 0.37 0.78 +0.41 0.44 0.78 +0.34 

Support vector 

classifier 
0.41 0.56 +0.15 0.47 0.63 +0.16 

Multi-layer 

perceptron 
0.36 0.49 +0.13 0.44 0.58 +0.14 

Radius neighbor 

classifier 
0.37 0.14 -0.23 0.46 0.16 -0.3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Support vector classifier showed relatively higher performance 

compared to Multi-layer perceptron classifier in predicting 

hourly electricity consumption in residential sector, [52]. As 

Feedforward Neural Networks showed lower performance with 

categorical inputs. 

K-nearest neighbor and Decision tree, is preferred for categorical 

and ordinal target variables [53], and are good classification 

algorithms for non-parametric dataset as they do not assume any 

functional form to the trained dataset [54]. Therefore, they 

showed higher performance than other applied classifiers for 

predicting electricity segments. Such high-performance 

Figure 7. Performance of applied algorithms at household level. 
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algorithms, particularly decision tree classifier, are preferred for 

categorical and ordinal target variables [53].  

Based on precision metrics results, mean precision is calculated 

for the 5-folds, then the average of the 5-fold of each class of a 

specific algorithm is compared to the overall mean precision of 

each class. It is found that Bagging classifier, Gradient boosting 

classifier, Random Forest classifier and Decision tree classifier 

showed higher precision performance (Table 3). The precision 

of the Support vector classifier, Multi-layer perceptron, and 

Radius neighbor classifier is less than mean precision value for 

summer and winter models (Figure 8, Figure 9).  Therefore, 

such classifiers are excluded to be a persistent model, and only 

Bagging classifier, Gradient boosting classifier, Random forest 

decision tree, and k-nearest neighbor classifiers revealed on 

average higher performance for predicting electricity segments 

at the household level. 

Similarly, the dataset is evaluated based on recall metrics (Table 

4), and it is realized that only Bagging classifier, Gradient 

boosting classifier, Random Forest, and Decision tree classifier 

showed better performance. Recall results of k-nearest neighbor 

classifier, Multi-layer perceptron classifier, Support vector 

classifier and Radius neighbor classifier are not appropriate for 

predicting electricity consumption segments. As, their recall 

average percentage are less than the average value of all 

segments (Figure 10, Figure 11). 

 

 

Table 3. Precision performance of applied algorithms in summer and winter models. 

Algorithm 

Mean Precision 

First  

segment 

Second 

segment 

Third 

segment 

Fourth 

segment 

Fifth  
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Sixth 
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Bagging 

classifier 
0.96 1 0.90 0.90 0.58 0.70 0.56 0.64 0.99 0.96 0.98 0.99 1 - 

Gradient 

boosting 

Classifier 

0.93 1 0.90 0.90 0.61 0.69 0.52 0.64 0.96 0.96 0.96 1 0.99 - 

Random 

forest 

Classifier 

0.91 1 0.89 0.92 0.63 0.67 0.52 0.63 0.97 0.97 0.97 0.99 1 - 

Decision 

tree 

classifier 

0.88 0.99 0.83 0.85 0.57 0.66 0.52 0.63 0.95 0.92 0.95 0.98 0.95 - 

k-nearest 

neighbor 
0.71 0.93 0.74 0.73 0.66 0.63 0.65 0.71 0.92 0.71 0.92 0.93 0.91 - 

Multi-layer 

Perceptron 
0.44 0.87 0.44 0.43 0.22 0.34 0.27 0.35 0.85 0.46 0.85 0.846 0.59 - 

Support 

vector 

classifier 

0.44 0.91 0.44 0.50 0.24 0.41 0.25 0.34 0.85 0.59 0.85 0.88 0.78 - 

Radius 

neighbor 

classifier 

0.14 0.03 0 0.03 0 0.03 0 0.03 0 0.03 0 0 0 - 

Mean 

precision 
0.68 0.84 0.64 0.67 0.44 0.52 0.41 0.50 0.81 0.70 0.81 0.83 0.78 - 
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Bagging classifier with decision tree as a base estimator, 

Random Forest, and Gradient boosting classifiers almost showed 

higher and similar accuracies. Random forest is similar to 

bagging classifier; the only difference between the two 

classifiers is that the former considers, at each decision tree, a 

random subset of the dataset features [55, 56]. However, 

Gradient boosting classifier minimizes the loss function value 

consecutively based on the previous results of the created tree, 

and this may lead to overfitting in case of noisy dataset [55, 57, 

58]. 

The highest performance algorithms were evaluated to select the 

most appropriate classifier for predicting electricity 

consumption at the household level. Firstly, to avoid potential 

overfitting in case of noise datasets Gradient boosting classifier 

was excluded. Moreover, despite their similarity, Random Forest 

classifier gives usually better performance compared to Bagging 

classifier as at each created decision tree, randomly select a 

subset of the dataset features. Accordingly, it was decided to 

employ Random Forest classifier as a persistent model for 

predicting electricity consumption. 

Testing model performance was carried out by using ten records 

of the collected dataset and it is found that the model showed a 

noticeable high accuracy in winter (70%) compared to summer 

model (10%). This is due to varied residents’ consumption 

behaviors in summer.    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. Difference between precision of each class and the average deviation class precision in winter model. 

Figure 8. Difference between precision of each class and the average deviation class precision in summer model. 
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Table 4. Recall performance of applied algorithms in summer and winter models. 

Algorithm 

Mean Recall 
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Bagging 

classifier 
1 1 1 1 0.59 0.57 0.31 0.68 0.99 1 1 1 1 - 

Gradient 

boosting 

Classifier 

1 1 1 1 0.56 0.51 0.33 0.69 0.98 1 1 1 1 - 

Random 

forest 

Classifier 

1 1 1 1 0.57 0.52 0.33 0.67 0.99 1 1 1 1 - 

Decision 

tree 

classifier 

1 1 1 1 0.43 0.41 0.27 0.67 0.98 1 1 1 1 - 

k-nearest 

neighbor 
1 1 1 1 0.37 0.16 0.12 0.53 0.99 1 1 1 1 - 

Multi-layer 

Perceptron 
0.47 1 0.51 0.52 0.18 0.23 0.17 0.21 0.41 0.5 1 1 0.70 - 

Support 

vector 

classifier 

0.60 1 0.53 0.58 0.15 0.28 0.11 0.19 0.52 0.73 1 1 1 - 

Radius 

neighbor 

classifier 

1 0.2 0 0.2 0 0.2 0 0.2 0 0.2 0 0 0 - 

Mean 

precision 
0.89 0.9 0.75 0.79 0.36 0.36 0.20 0.48 0.73 0.80 0.88 0.88 0.84 - 

 

 

 

 

 

 

 

Figure 10. Difference between recall of each class and the average deviation class recall in summer model. 
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5. Conclusion 

Developing an ML model for predicting electricity 

consumption under scarcity of data is considered a challenging 

goal. Accordingly, oversampling is applied to the training data 

using SMOTE to get a balanced training dataset, eight 

classification ML techniques are applied including: Support 

vector classifier, k-nearest neighbor classifier, Decision tree 

classifier as well as Bagging classifier, Multi-layer perceptron 

classifier, Radius neighbor classifier, Random forest classifier, 

and Gradient boosting classifier. The performance of the applied 

algorithms is evaluated according to accuracy, precision, and 

recall. Algorithms that are tree-based structures showed higher 

performance in terms of the evaluation metrics chosen. Random 

Forest is selected as a persistent model for predicting electricity 

consumption at household level. This is because, it considers 

random subset of the dataset features for each created base 

estimator. It should be noted that applying ML for predicting 

electricity consumption patterns under scarcity of data requires 

applying the appropriate oversampling method to ensure training 

of a balanced dataset. 

To accurately predict electricity consumption in the residential 

sector in Egypt using ML models, there is a need for availability 

of a detailed, accurate and up to date database, which is 

considered challenging in developing countries, concerning for 

example buildings’ physical characteristics, demographic, and 

socio-economic conditions. Such database may help in 

developing monthly electricity consumption profile for 

households, which may be taken into consideration to conserve 

electricity consumption. Regarding energy policy, short-term as 

well as long term load forecasting models are highly 

recommended to be developed at both community and 

household levels. This may positively reflect on the Integrated 

Sustainable Energy Strategy (ISES) to 2035 developed by the 

Egyptian government. 
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